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Abstract —I n this paper the concepts of information theory are
utilized to perform the performance analysis of the sorting
networks which is selected as an example of the paralle
architectures. It is shown that using this method, the source of the
redundancy and the short comings of the performance can be
monitored specifically and an analytical proving for efficiency of
designs can be presented. Also it is expected that the optimum
design can be obtained at first try in design stage instead of some
try and error methods. It may have more contribution in the large
size and complicated approximate working architectures. More
accurate bounds for the performance characteristics can be
determined using this method to anticipate the time to stop
attempt to increase in the performance with definite condition.
Some example is presented and future works areintroduced.

I. INTRODUCTION

Although information theory was primarily developaz
deal with the fundamental questions in communicatteeory
[1] [2], it has had a much broader impact. Inforimatheoretic
concepts have found widespread applications in ddifferent
areas such as statistics, optimization, and pdpulatudies.
There had been a renewed interest in the applicatichese
concepts to some important problems in the fieldahputer
science in past two decade [3] [4], for exampleeatropy
based method for minimization of Sum-of-Product P$O
expressions of switching functions was presented[5at
Recently some attempt to apply information theagaepts to
evolutionary Boolean circuit synthesis is repottieal [6] [7].

In a different point of view all computation andaadation
results can be considered as a kind of informatsource. For
example in the sorting operation of a given nundfeinputs,
the position of each number in the sorted list lzarconsidered
as a resource of information. Shannon has presenteay to
understand the information at [1] [2], which is usé
information entropy as a measure of the amountfofimation
contained within a message [6]. So there is an idesuppose
each operation, as an experiment to receive thizespart of
total information of the operation. Whit this cashsiation, it is
obvious that the efficient algorithm and so ardttitee is the
one, in which, each operation obtains the most ipless
information. As entropy tells us that there israitation in the
amount of information that can be removed from adomn
process without information loss [6], it is concdadthat if in
the cost of one processor the maximum amount ofrimdition
can be obtained the efficiency is already maximizZite tight
bounds for performance characteristics such asamubtdelay
could be derived from total amount of the inforroatdivided
by the maximum amount of information can be obtditgy
each processor. And the total delay could be catedl as
number of processors multiplied with the delay aicle
processor. In parallel architectures and array gssars the
conclusion is authentic if we use the maximum puesi

Nastaran Nemati
nastaran.nemati@ece.ut.ac.ir

important note in this consideration is monitorirthe

information and preventing from the unwanted recumy

which means recovery of some discovered informatitich

is useless as is clear for us and cause in leisteeffy.

It is expected that the efficient algorithm andhéecture can
be derived from this method of observation in desteps, as
we try to maximize the efficiency in each step.

In this paper a sorting network are selected asxample
of the parallel architecture. Some notation and dtiézed
concepts of the information theory are describedflgrin the
next section. The efficiency and performance fortisg
network are described in part two of this reportheT
investigation of the performance and efficiency feome
conventional sorting networks is coming in partethr The
proposed network designed with information thesrgdming
in this section too and some comparison is donén \thie
conventional networks. The application and futurerks are
introduced in the fourth part and in the last plet conclusion
and summary are coming.

II. NOTATION AND CONCEPTS

A. Sorting Network

A sorting network is a circuit that receives nutg x, X,
X2... %.1, and permutes them to produce n outpytsy:, ¥- ...,
Yn-1, SUCh that the outputs satisfy <y 1<y, <... %1 We
often refer to such an n-input n-output sortingnwek as an n-
sorter [8]. An n-input comparator network, whichais acyclic
circuit of comparators, is called a sorting netwifri sorts all
n! permutations of {0, 1, 2..., n-1} [9].

B. 2-Sorter

We can build an n-sorter out of 2-sorter buildifgcks. A
2-sorter compares its two inputs and orders thetheabutput,
putting the smaller value, before the larger vé8je

C. The Zero—One Principle
An n -sorter is valid if it correctly sorts all 0Aequences
of length n [8].

D. Selection and Merging Network

A selection network is a comparator network thassifies
the input values into two groups such that all galin the first
group are smaller than all those in the other grédumerging
network is a comparator network that merges twdesolists
[9].

E. Probabilistic Networks

Comparator networks that correctly sort, selectierge
almost all input permutations are called probatiilisetworks
because they output the correct result with higibability on

number of processors with the maximum amount @ffandom input permutation [9].

information recovery with each processor. On of thest



F. Network of Success Probability at least 1- fraction, if there was any possibility, to obtairoma efficiency
An n-input network N is called a sorting network oand speedup.
success probability at leabt if it correctly sortg1-¢ )n! of n!  The redundancy in parallel architectures is desdrios below:
permutations of input [9].
An n-input network N is called an (n, k)-selectiogtwork W( p)
of success probability at leakt if the output wires of N can R( ) =—\ 17 (1.3)
be partitioned into two sets L and S such thattdaast(1-¢)n!
permutations, N outputs the k smallest input valuesvires in
S, and the n- k largest input values on wires [A]L Where theR(p)is redundancy th&/(p) is total number of unit
An (my, myy-input network N is called an gnmy)-merging operations performed by the p processors; thitéaeferred
network of success probability at ledst if N merges at least to as computational work or energy, and W&1) is the
(1-¢)C(my. my, my) of the permutations under consideration [9Jnumber of operation for one processor [8]. The lidatue for
redundancy is 1 which means there won't be any neetb
G. Cost and Delay more task when we use a parallel architecture adstaf a
The cost defined as the total number of 2-sorteckds single processor. As the utilization is equal taurdancy
used in the design and the delay means the numi®esarters multiplied by efficiency [8], in constant value wfilization any

on the critical path from input to output [8]. decrease in redundancy may considered as an ipcrieas
efficiency.
H. The Entropy of an Information Source Suppose we have a sorting network whit the size. oAs

Considering a discrete source of the finite stateyhich previously described the whit the given sequence object
for each possible statehere will be a set of probabilitigs(j) the sorted result would be one of the n! permutatiof this set
of producing of the various possible symhol$hus there is an of object. Through the concepts of the informatibeory the
entropy H; for each state. The entropy of the source will betal information of this source of sorting opewoaticalculated
defined as the average of theégeneighted in accordance withas below:
the probability of occurrence of the state in gioest

1
H=YPH =-YPp(j)logn(]) @y 1(S,)=-log P(S]):—Iogﬁzlogri (1.4)

H is also approximately the logarithm of the recqaio \where thel(S,) is the total information of sorted sequence of n
probablllt_y of a typical long sequence divided hg humber of input objects in bit unit and so the base of Ictaniis 2. It
symbols in the sequence [1]. suggests that, if we absolutely earn one bit infitfom in each
processing (comparison) the lower bound of cost ban
IIl. EEFICIENCY IN SORTING NETWORKS considered at the same value of the total infonatiog (n!)
- ] ] ) which is strictly less tham Log (n)so the cost for n-sorting
The efficiency in parallel architectures is defires [8]: network would beQ(Log (n!)) which is more accurate lower
bound than the classical size &{n Log(n)) resulted from
T(]_) Ajtai, Komlos, and Szemeredi witl©(n Log(n)) or O(n
E( p) = (1.2) Log(n)) resulted from Batcher wit®(n Lod(n)) [8]. As the
pPT(P earned information of each comparison never excdedbe
above statement will remain truthful. Anyway theatl sorting
fietwork should have 2-sorters, each of them delivebit
information in each comparison. If we consider thvat could
do such comparison in each step, the minimum tieggiired
! . - . for sort a sequence of n object could be calculdatedgh
interested in gfﬂmency from the equation gbovepm:ome 2Log(n"/nwhen in each step/2 comparison can be performed
equal to 1, which means the total operation timth piparallel and the so the maximum information in each steaketpn/2
processor tyake:t/p of time with a single processor. A_ccordlngand the total delay can be calculated from totédrmation
to Amdgr}ls law asllallwagf‘ a small fraction zf .'rm?:y divided byn/2. From the above statement the lower band of
sequential or unparafiefizable computation seve efyts the delay for such n-sorting network &.og(n!)/n It means that
speed-up that can be achieved with p processorsy8may the delay for such network is for@(Log(n!)/n) which is more

never reach such efficiency in practice. The sefjaien accurate than the classical delay @f_og(n)) resulted from

computation limitation may be overcame using pipelike A, : C
use of the parallel architecture and feed the techire with fggI,teKdoch!%SlBZ?éjheSrz\?vWﬁ?(rEgéz\(,r\Q)t? [(8L]og(n)) or &(Log (")

large sequence of task to execute. This limitati@y become We should notice when we speak about earning
negligible when the number of execution grows iasegly. information trough each comparison or experimentmean

I ,zbou(; th(;;\ unpqrt'allellzablel fractlc()jn, W.h'f.h sgjn%eﬂ\r;vss the new information. The obvious fraction of eachpait has
called redundancy, It Seems clearer descriptiareeied. We ., information. So if we arrange the 2-sorters sagkhe result

are going to investigqte this 'fraction of unpalliii!té:?ility of comparison would be predictable the output megtain
through concepts of information theory to minimizeis less than one bit information. Obviously in two caded 2-

Where theE(p) is the efficiency of a p processor network, th
T(1) is total operation time which takes for a singteqessor
to do a task and th&(p) is the total time which takes fqr
processor to do the same task in parallel. We amaya



sorter the result of the second 2-sorter are fulgdictable and
so the output of the second stage contains nonmton. In

another word the more the unpredictable outputnioee the
information will earned. In a 2- sorter which hastoutput of
sweep or not to sweep the information will be maxed and
equal to one if inputs have identical chance tgisater than
each other. It means the entropy maximizes if tobability of

each output be equal to 0.5. It could be observétdm

equation below:

H(2) =-(plog p+ (1~ p)log(l- p))
H2)=1=p=1p=> p:%

(1.5)

Fig. 2. An 8-input Batcher's even—odd merge sorting
network in compressed form.
To investigating the efficiency of the sorting netks the

Through the above statements, until there have beepdel of Fig. 3 is utilized. The model shows thepot status

identical pair which have same chance to be grehtar each
other to compare we can walk on lower bound of $czest)
and delay (time). It is always practical in prelraiy steps;
unfortunately this condition will expire in furthesteps and
sometime we forced to do a comparison which is sdmé
predictable and so the information less than ohesldarned. It
is the limitation, some time called inherently urgkelizem
fraction of computation or redundancy in sortingwak. In
simpler word there would be a condition that thé&eno
difference between using some processor in paratlénore
some of them as they may earn a little or no infdiom. There
are some technigues to restrict the impact oflthigation but
never eliminate it. Accordingly to reach the maximu
efficiency it is sufficient to earn the higher infoation in each
step considering the effect of comparisons in #ép on the
condition of next steps. If we follow this modektHesign will
be optimum and cost and time efficient. The onlyuieement
is calculate the entropy of each process correatlg try to
maximize it.

IV. INVESTIGATING EFFICIENCY IN SORTING

NETWORKS

One of the most famous sorting networks is Baté&hem-
odd sorting network. A schematic of an 8-sortethef Batcher
are coming in Fig. 1. The compressed form of théctBzr
even-odd sorting network is shown in Fig. 2.

(2.2)-Merger (2,2)-Merger
Fig. 1. An 8-input Batcher's even—odd merge sontieiyvork.

of each step according to previous comparison. Blaek
block means that the status of this block is naaclin
comparison with thei,{) block yet. As the 2-sorters transfer the
greater input to upper output the white block upban block
(i,i) means this block is obviously greater than thackl(,i)
and the white block lower than blocki) means this block is
obviously less than the block,i}. In each comparison the
earned information cause all or part of some bldo&some
clear. In the case of partly clearance the pontibalearance is
written in the block. Suppose in one comparisorecbjn row

i, &, compared to object in royy a;, wheni>j, to now which
block become clear the statements below shouldbsidered:

ak<a<a

a,<2<3a,

(1.6)

8.2,<3<3
a,<a,<3,a
3,<3<a, 3
3.8,< <3,

If the probability ofa; > equals to p and so the probability of
a; <g;equals tdl-p the equations above simplifies as below:

a>q:{

(1.7)

a<q:{

pa., pa,< pa< pa
pa, < pa < pa, pa
a<a o (1: p)ak<(_1- p)a<({- P aw(l-_l) a
(1-p)a.(1-Pa,<(-Pg<(na
(1.8)
a.a,<G=pa+(1- P a< pa(l- pa
pa,.(1-p)a < L=(1- P a+ pa< a @
(1.9)

a>%:{



lo]1]2[3]4s[6|7]0]1 TABLE |
THE COMPARISON BETWEEN TWO SORTING
lﬂﬂﬂﬂﬂﬂﬂl HHHH Batcher lzl)ltzj-(lj—yé(v)eF?KF?roposed Sorting
Hﬂﬂlﬂﬂﬂﬂlﬂﬂlﬂﬂ Step Sorting Network Network
sHE BERER | | WER Comp. | Entropy off Comp. | Entropy of
JANENN_NENREEN | o fstep fstep
sHENE_NRNANAEN N 23 1] , [ 23 1],
cHNNNNEN EENE N V' T4s 1 45 | 1
‘NNNNEN NEEEE [ | N 67 | 1 67 | 1
0-2 1 0-2 1
Fig. 3. Utilized model of the sorting network. 5 1-3 1 4 1-3 1 4
4-6 1 4-6 1
The equations above divide the two columns afdj to four 5.7 1 57 1
regions, upper thai lower thani, upper tharj and lower than 0-4 1 0-4 1
j. The equation (1.9) says that in the lower sideotumni the 12 1 12 1
clear blocks are the lower clear blocks of columand the 3 37 1 4 37 1 4
lower clear blocks of columji In the upper side of the column
j the clear blocks are the upper clear blocks afroali and the 5-6 1 56 1
upper clear blocks of colunjnin the upper side of the column 4 1-5 1 2 1-4 1 2
i the clear blocks are the upper clear blocks ofiroal i 2-6 1 3-6 1
multiplied by p and the upper clear blocks of cotuin 5 2-4 ~1 ~2 2-4 ~1 2
multiplied by 1-p. In the lower side of the colunjnthe clear 3-5 ~1 3-5 ~1
blocks are the lower clear blocks of colummultiplied by1-p 1-2 ~0 1-2 ~0
and the lower clear blocks of columimultiplied by p. The 6 3-4 =l | ~1 3-4 =l | ~1
block i in the columnj and the block in the columni will 5-6 ~0 5-6 ~0
become clear. After all columns become comparedtaked Total | Size=19| ~17 Size=19 ~17

chart most has diagonal and antidiagonal symmetriy there
isn’t any symmetry we try to perform that and ma@me similar condition until fourth step in which the laaced
more block empty. condition for the row 0 and 7 doesn't exist as ldmgest and
To investigate the 8-input Batcher even-odd sgrtirsmallest value is founded in third step. In thigdition there
network consider the compressed form of the Fig.TBe are different conditions that have competitive antowf
modeling of this 8-sorting network is coming in thig. 5. As entropy. From this step a proposed network is farne
previously described each stage is shown in a 8k&t For compare with Batcher even-odd sorting network. Bighows
each of the 6 step the final form is presentedth&sinputn=8 the proposed network configuration. The modelinghi$ 8-
the total information id.0g(8!)=15.3 bitas in each step total sorting network is coming in the Fig. 6. The conigzm
amount of 4 comparison is possible, ideally, theimum between Fig. 5. and Fig. 6. shows that the diffeséination of
delay is 15.3/4=4. It will observed that this idéawver bound the proposed network, results in different conditfor future
is newer reached as some unbalance conditions .ob¢ar steps. The final results are coming in Table I.rémults shows
know from the entropy formula that the maximum amtoof that although the probabilistic model shows differ@ in
entropy occurs when the balanced data being conmipagach results there is no difference between two methemts the
2-sorter. With the balanced data we mean two inpitts the maximization of entropy results in the same perfamoe and
same probability of being greater than each otlmethe first there is no need to try and error to find the optimdesign. In
step four comparisons with the balanced condit®existed. other word the optimum design will forms absolutéfiythe
So four bit information is earned. In the next stépere are mentioned rules be utilized correctly. It may showet such
importance in this small problem but for larger rfoen of
inputs even the test of correctness of a design bempme
impossible. In order to test of the proposed netwior this
work a software simulator is performed in C++ whgdnerate
all 8!=40320different permutations of {1,2,3...,8} and test the
sorted sequence to ensure the correctness of thangso
function. This test takes few seconds to be runaoi®C.
Suppose we are going to test a 64-sorter with @dnptation
of input it may take more than fQ/ears to be run on such PC.
Another way to test reliability of sorting networisstrough the
Zero—One principle and test all 0/1 sequences oftken.
....... Although Zero—One principle may simplify the relii#ly test
of an absolute sorting network, for the approximateting

Fig. 4. An 8-input Batcher's even—odd merge sontigigvork.
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Fig. 5. The modeling of 8-input Batcher’s even-sadting network.
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Fig. 6. The modeling of 8-input proposed (Semi-Batceven-odd) sorting network.

network or network of success probability at ledst
according to definition al! permutations most be tested, so
the analytical methods such as information thecagehbl
analysis of the networks may shows more benefimé&o
probabilistic sorting networks are designed andtetks
trough this method which has less cost and timee Th
description about this designs is beyond the sadpihis
paper.

V. FUTURE WORKS

Although near optimum sorting networks are existed
from several decades ago, proposing new, simple and
efficient merge sort technique which has severahathges
on performance over previous merge sort technigusili
underway [10]. Recently an increasing interest ynaic
scheduling is shown specially in dynamic load bailag in
parallel merge sort [11]. This idea that if somfoimation
from data sequence was predictable, the total amofin
information which we most earn to sort the sequenite
reduce, encourage us to design a reconfigurabléngor
network whit the lower total cost and delay. Thetwork
can even approximately sort the sequence of datichw
may be reliable in some applications in which aitkah
tolerance is predicted and is negligible.

As inherently these problems engage with probadiailis
characteristic of the phenomena, it is expected tha

information theory based dynamic architecture desig
become a hot solution for this problems. So if tlasis of
architecture and hardware design reinforced witle th
concepts of the information theory, a great contidn is
predictable.

VI. CONCLUSION

A probabilistic model has been introduced to
investigating efficiency in parallel sorting netwsr
utilizing the concepts of information theory. Penfance
analysis of Batcher even-odd sorting networks veitht
inputs has been done using this method. A semiHBatc
sorting network has been proposed to show thae tlseno
need to try and error in complete design to fireldptimum
design using the proposed method of design angsisalt
has been shown that using this method, the sour¢beo
redundancy and unparallelizem can be monitored
specifically and an analytical proving for efficmn of
designs can be presented. More contribution idatge size
and complicated especially approximate working
architectures design and test has been shown. Aborgate
bounds for the performance characteristics haven bee
determined. Some examples have been introducedghrou
future works in which this method may show more
elegance.
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