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Abstract—This paper proposes a novel design of envelope detectors capable of supporting a small animal cardiac imaging system requiring a temporal resolution of more than 150 frames per second. The proposed envelope detector adopts the quadrature demodulation and the look-up table (LUT) method to compute the magnitude of the complex baseband components of received echo signals. Because the direct use of the LUT method for a square root function is not feasible due to a large memory size, this paper presents a new LUT strategy dramatically reducing its size by using binary logarithmic number system (BLNS). Due to the nature of BLNS, the proposed design does not require an individual LOG-compression functional block. In the implementation using a field programmable gate array (FPGA), a total of 166.56 Kbytes memories were used for computing the magnitude of 16-bit in-phase and quadrature components instead of 4 Gbytes in the case of the direct use of the LUT method. The experimental results show that the proposed envelope detector is capable of generating LOG-compressed envelope data at every clock cycle after 32 clock cycle latency, and its maximum error is less than 0.5 (i.e., within the rounding error), compared with the arithmetic results of square root function and LOG compression.

I. INTRODUCTION

In conventional medical ultrasound imaging system, an envelope detector can be divided into two parts: extracting the magnitude of received echo signals and logarithmically compressing the magnitude information for efficient visualization. Although LOG-compression is usually implemented through a look-up table (LUT) method, the extraction of signal magnitude can be realized through various algorithms in hardware or software. A theoretical algorithm involves extracting an analytical signal from a received echo signal by Hilbert transform and computing its magnitude by square root of the sum of the squares of the real and the imaginary parts in the analytic signal. Although being capable of yielding the exact envelope and phase information from the analytic signal, this type of method is seldom used in commercial ultrasound imaging systems because of the involvement of a direct and an inverse Fourier transform requiring considerable overhead in processing time, which is both costly and more complex to implement. To realize the extraction of the analytic signal from the received echo data in real time, two different approximate Hilbert transform methods have been used: the finite impulse response (FIR) or infinite impulse response (IIR) Hilbert filter method [1], [2] and the time delay method [3], [4]. The algorithm most commonly used in commercial ultrasound imaging systems, however, is the quadrature demodulation technique generating the baseband in-phase and quadrature components of a received echo signal instead of the analytic signal [4]–[6].

The magnitude of either the analytic or the complex baseband signal is calculated through a square root function. The square root function can be realized by several algorithms [7]–[9]. In a small animal cardiac imaging system requiring very high frame rate, the square root function implemented by these algorithms must be capable of operation at very high speed. This is because the frame rate for the small animal cardiac imaging should be more than 150 frames per second [10], [11], thus the back-end processing, including a digital scan converter, should be performed in less than 6.7 ms for a frame. Because the envelope detection, including LOG-compression, usually is carried out in parallel with other back-end processing, the envelope detector can spend the entire time of 6.7 ms for its task. This means that the envelope detection for a scanline should be completed within 26.2 \( \mu \)s in the case of 256 scanlines. Hardware implementation of square root algorithms would support the requirement for small animal cardiac imaging at the expense of a high-cost, sophisticated design, especially for high-sampling frequency systems such as high-frequency ultrasound imaging systems [12]. However, software-based counterparts using a media processor [5] or a digital signal processor [6] demand very high-performance processors capable of high computational throughput, large internal memory, and high bandwidth of data transfer between internal and external memories. These requirements are predicated upon that accurate square root values can be obtained only by many iterative computations and data transfer operations that frequently occur to fetch LUT values and to store the results from/to external memories.

The LUT method is capable of providing the simplest implementation of the square root function and the fastest operation speed in both hardware and software if a fast and large-sized memory is available. Because the size of LUT exponentially increases with the number of input bits, the direct use of the LUT method to implement the square root function is hardly feasible even in a moderately accurate system. In the case of 16-bit representation each for real component and imaginary component and 8-bit representation for the output of the square root function, for
example, LUT has 32-bit wide input and 8-bit wide output ports, so that it requires at least 4 Gbytes of memory ($2^{32} \times 8 \div 8$), which is currently impractical for a typical ultrasound imaging system.

This paper proposes a new design of the envelope detector including LOG-compression that adopts the quadrature demodulation and the square root function based on a new LUT strategy for high-frame rate, high-frequency ultrasound imaging systems. And the new LUT strategy used in the proposed design uses binary logarithmic number system (BLNS) [13]–[19] instead of the fixed-point number system. By using BLNS, the size of LUT can be dramatically reduced by the manipulation of square root equation, thus taking advantage of the attractive properties of the LUT method allowing fast operation speed and accuracy as well as simple implementation. Another merit of the new LUT strategy is that an individual LOG-compression functional block is not required. This is because the result from the square root function, represented by BLNS, is a LOG-compressed version of envelope information.

In this paper, the algorithms for the envelope detector and BLNS are described, and an example of the implementation of the proposed design in hardware is included, although the design also is suitable for software-based implementation. The operating time of the proposed design is estimated, and its accuracy is compared to that of an ideal envelope detector. The results show that the proposed design has a superior capability for high-frame rate, high-frequency ultrasound imaging system than the conventional envelope detectors.

II. REVIEW OF ALGORITHMS FOR ENVELOPE DETECTION

Envelope detection can be carried out by several algorithms classified into four types with different levels of accuracy and complexity. In this section, each type of algorithm is briefly described, and its accuracy is examined by computer simulation using MATLAB (MathWorks Inc., Natick, MA). In the simulation, 8-bit echo data from a 20-MHz, single-element transducer sampled at 500 MHz through the oscilloscope (LeCroy LC534, Chestnut Ridge, NY) were used. The -6 dB bandwidth of the transducer was 60%, and the echo data contained a second harmonic component of -40 dB level. The cutoff frequency of 33-tap low pass filters (LPF) used in the simulation was 12 MHz. The accuracy of each algorithm was quantified by using root mean square error (RMSE) between envelope data obtained by practical algorithms and the ideal Hilbert transformer. The RMSE values were normalized with respect to the root mean square (RMS) value of the ideal envelope data extracted by the ideal Hilbert transformer.

A. Ideal Hilbert Transformer

It is well-known that the received echo signal $r(n)$ sampled at an interval $T_s$ can be expressed as:

$$ r(n) = A(nT_s) \cdot \cos(n\omega_0 T_s + \phi_n), $$  \hspace{1cm} (1)

where $A(nT_s)$ is the envelope information, $\omega_0$ is the center frequency of the echo signal, and $\phi_n$ is phase angle varying with time. This received echo signal can be decomposed into its in-phase and quadrature components as:

$$ r(n) = A(nT_s) \cdot \cos(n\omega_0 T_s) \cdot \cos(\phi_n) $$
$$ - A(nT_s) \cdot \sin(n\omega_0 T_s) \cdot \sin(\phi_n) $$
$$ = A_I(nT_s) \cdot \cos(n\omega_0 T_s) - A_Q(nT_s) \cdot \sin(n\omega_0 T_s), $$  \hspace{1cm} (2)

where $A_I(nT_s)$ and $A_Q(nT_s)$ represent the in-phase and the quadrature components of the received echo signal, respectively. By Hilbert transform, the analytic signal can be obtained:

$$ r_a(n) = r(n) + j \cdot r_{HT}(n), $$  \hspace{1cm} (3)

where:

$$ r_{HT}(n) = A_Q(nT_s) \cos(n\omega_0 T_s) + A_I(nT_s) \sin(n\omega_0 T_s). $$  \hspace{1cm} (4)

The envelope information can be obtained by computing the magnitude of (3) through the square root of the sum of the squares of $r(n)$ and $r_{HT}(n)$. In this paper, the envelope data obtained from this ideal Hilbert transformer is used as a gold standard for the comparison of the accuracy of each algorithm.

B. Rectification of RF Signal Followed by Filter

Rectifying received echo signal is the simplest method for envelope detection. If phase angle $\phi_n$ is zero, (1) can be replaced by a Fourier series after taking absolute value [20]:

$$ |r(n)| = |A(nT_s)| \cdot |\cos(n\omega_0 T_s)| $$
$$ = A(nT_s) \cdot \left[ \frac{2}{\pi} + \frac{r}{\pi} \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{4k^2 - 1} \cdot \cos(2k\pi\omega_0 n) \right], $$  \hspace{1cm} (5)

where it is assumed that the envelope information $A(nT_s)$ is a positive value. After low pass filtering with a cutoff frequency in a frequency interval determined by $\omega_0$ and half bandwidth of the envelope signal, the envelope information is obtained as follows:

$$ E(n) = [|r(n)|]_{LPF} = \frac{2K}{\pi} \cdot A(nT_s), $$  \hspace{1cm} (6)

where $K$ is the gain of LPF. Although a median filter can be used in a software-based implementation instead of LPF [3], the accuracy of the LPF method is superior to that of the median filter method. This is clearly seen in Fig. 1 in which the envelope information of the received echo signal (gray dotted line) extracted by the rectifiers with a median filter (gray dashed-dot line), and LPF (dashed line) is presented. In order to quantify their accuracy, RMSE between the obtained envelope information and the ideal
envelope information extracted by the ideal Hilbert transformer (solid line in Fig. 1) was calculated. The normalized RMSE values of the rectifier with a median filter and LPF were 13.35% and 7%, respectively.

In spite of its simplicity, this algorithm cannot be used for high-frequency ultrasound systems that uses the quadrature sampling technology to reduce sampling speed [4], [21]. Another drawback of this algorithm is that the second harmonic component of $A(n T_s)$ distorts the baseband signal obtained by taking the absolute value of the original echo signal. Furthermore, this algorithm always introduces aliasing caused by sampling because (5) is not a band-limited signal, although the magnitude of harmonic components generated by $\cos(2k n \omega_0 T_s)$ is drastically decreased with its order. In addition, this algorithm is hardly used in a commercial ultrasound system because it cannot provide phase information needed for Doppler and color flow imaging.

**C. Approximate Hilbert Transformer**

Because the transfer function of the Hilbert transformer has discontinuities at zero frequency and at half the sampling frequency, the direct utilization of the transfer function is impossible in time domain. As an approximate version, therefore, a well designed FIR or IIR Hilbert filter can be used to generate the Hilbert transformed data of the received echo signal [1], [2]. The block diagram of the envelope detector using the Hilbert filter is shown in Fig. 2(a).

![Block diagram of the envelope detectors](image)

**Fig. 2.** Block diagram of the envelope detectors, including LOG-compression function by using the Hilbert filter method (a), the time delay method (b), and the quadrature demodulation method (c). $r(n)$ is a digitized echo signal, $r_{env}(n)$ is LOG-compressed envelope information, $\alpha$ represents the number of delay samples corresponding to shifting a 90 degree phase from the center frequency $\omega_0$ of the received echo data, and $T_s$ is a sampling period.

![Frequency responses of a 33-tap FIR Hilbert filter](image)

**Fig. 3.** Frequency responses of a 33-tap FIR Hilbert filter. Magnitude response (solid line) and phase response (dashed line).
increased by using a large number of filter taps (more than a hundred). A drawback of this method is that it is difficult to remove the imbalance of two different signal paths, i.e., different frequency responses of a band pass filter (or all pass filter) and a Hilbert filter. This imbalance can be a more crucial problem in Doppler and color flow imaging rather than B-mode imaging.

Another approximate Hilbert transformer is obtained by delaying the original echo data by $\alpha$ samples corresponding to shifting a 90 degree phase from the center frequency of the received echo data as shown in Fig. 2(b) [3]. This method can provide acceptable accuracy when the received signal has a high quality factor Q, otherwise causing a serious error in the detected envelope [4]. Because the ultrasound pulse usually has a relatively low Q, a very fast sampling clock is required to use the time-delay method. This requirement is not easy to satisfy in high-frequency ultrasound imaging systems. In Fig. 4, it is plainly seen that the Hilbert filter method (dashed line) has a superior accuracy to the time-delay method (gray dashed-dot line) under the condition in which those envelope shapes fluctuate in the vicinity of the ideal envelope information (solid line). The normalized RMSE of the time-delay method was 17.60%, which is about three times higher than that of the Hilbert filter method, i.e., 6.21%. In addition to poor accuracy, the time-delay method cannot be used for Doppler and color flow imaging due to severe phase distortion. In this method, in fact, it is assumed that $A_I(nT_s) \approx A_I(nT_s - \alpha)$ and $A_Q(nT_s) \approx A_Q(nT_s - \alpha)$. Although the assumption is completely satisfied, time delay of $\alpha$ is the key factor resulting in the phase distortion of the Hilbert transformed signal.

D. Quadrature Demodulation

Quadrature demodulation is commonly used in Doppler and color flow imaging system [22], [23]. This method generates the baseband in-phase and quadrature component by mixing with sine and cosine waveforms and carrying out low pass filtering as shown in Fig. 2(c). The generated complex baseband components can be expressed as follows:

$$I(n) = [r(n) \cdot \cos(n\omega_0 T_s)]_{\text{LPF}}$$
$$= \frac{K}{2} \cdot A(nT_s) \cdot \cos(\phi_n),$$
$$Q(n) = [r(n) \cdot \sin(n\omega_0 T_s)]_{\text{LPF}}$$
$$= -\frac{K}{2} \cdot A(nT_s) \cdot \sin(\phi_n),$$

where $K$ is the gain of LPF. With the complex baseband signals, finally, the envelope information is obtained by the following calculation:

$$E(n) = \sqrt{I(n)^2 + Q(n)^2} = \frac{K}{2} \cdot A(nT_s).$$

In Fig. 5, the results from the quadrature demodulation method (dashed line) and the Hilbert filter method (gray dashed-dot line) are presented to illustrate the accuracy of the two methods. The normalized RMSE of the quadrature demodulation method was 5.18%, which was the smallest value in the simulation. As a result, the Hilbert filter and the quadrature demodulation methods can be a candidate for the envelope detection algorithm in a high-frame rate, high-frequency ultrasound imaging system.

III. DESCRIPTION OF PROPOSED DESIGN

An envelope detector for the small animal cardiac imaging should satisfy the following requirements:

- The entire processing should be completed within at least 6.7 ms for a frame in order to support more than 150 frames per second.
An implemented system based on an envelope detection algorithm should provide an accuracy within acceptable rounding error (i.e., less than 0.5) compared with these from the arithmetic computation of the algorithm.

- Phase information should be provided to a Doppler and color flow imaging block.

In order to satisfy these requirements, the proposed design adopts the quadrature demodulation method to extract the complex baseband signals, including the phase information, which is commonly used in Doppler and color flow imaging systems. The magnitude of the extracted complex baseband signals is computed by the square root operation by using BLNS.

The complex baseband signals is computed by the square root operation by using BLNS. This demonstrates the efficiency of BLNS in real-time digital signal processing. A number of studies have shown the efficiency of BLNS in real-time digital signal processing applications in terms of processing time as well as accuracy [13]–[15]. In (11), therefore, the result from a subtraction operation between \( \log_2(I(n)) \) and \( \log_2(Q(n)) \) instead of a division operation is used as an input to a LUT containing the square rooting values and generating its outcomes in BLNS.

In a digital circuit, any positive decimal integer number \( N \) can be represented by an \( m \)-bit fixed-point number as follows:

\[
N = \sum_{i=0}^{m-1} b_i \cdot 2^i = b_l \cdot 2^l + \sum_{i=0}^{l-1} b_i \cdot 2^i = 2^l \left( 1 + \sum_{i=0}^{l-1} b_i \cdot 2^{-l} \right),
\]

(12)

where \( b_i \in \{1, 0 \} \) and \( l \) is the most significant bit position at which \( b_l = 1 \). Once the base 2 logarithm is applied to number \( N \) in order to convert it to a binary logarithmic number, (12) can be rewritten as:

\[
\log_2(N) = l + \log_2 \left( 1 + \sum_{i=0}^{l-1} b_i \cdot 2^{-l} \right). \quad (13)
\]

Therefore, the integer and fractional values of \( \log_2(N) \) are \( l \) and the second term of (13), respectively. For example, \( \log_2(14_{10}) = \log_2(000011102) = 3.812510 \) with rounding. The real value of \( \log_2(14) \) is 3.8074, so that error between the true and the 8-bit binary logarithmic values of the number 14 is less than \( 2^{-6} \), which is a 0.13% difference.

Because the proposed design uses both the fixed-point number system and BLNS, the conversion between two different number systems as illustrated by (13) is required. It can be performed by means of either a LUT method [14], [18] or a computational method [19]. In the digital system requiring very fast processing time, the LUT method for both logarithmic and antilogarithmic conversion is used. Because the accuracy of antilogarithmic numbers is determined by the number of bits representing a binary logarithmic number, the conversion method based on LUT needs a large size memory to obtain precise antilogarithmic numbers. However, the proposed design does not involve the antilogarithmic conversion because the outcome of (11) represented by BLNS is directly used for logarithmic compression. For the reason, a logarithmic number can be also represented by the relatively small number of bits so that LUT can be served as the conversion method with a feasible memory size.

LOG-compressor plays the role in reducing the large dynamic range of received echo signals for efficient visualization. If an 8-bit gray scale LOG-compressor is applied to the envelope information \( E(n) \), the compressed envelope data \( r_{\text{env}}(n) \) in Fig. 2 can be written as [24]:

\[
r_{\text{env}}(n) = \frac{20 \times 255}{\text{DR}} \cdot \left[ \log_{10} \left( \frac{E(n)}{E_{\text{min}}} \right) \right] + B, \quad (14)
\]

where \( B \) is a gain factor and \( \text{DR} \) stands for dynamic range defined as the difference between the strongest and the weakest envelope data \( (E_{\text{max}} \text{ and } E_{\text{min}}) \) in logarithmic scale and can be expressed as \( 20 \cdot \log_{10}(E_{\text{max}}) - 20 \cdot \log_{10}(E_{\text{min}}) \). By substituting (11) into (14), the LOG-compressed envelope data is given by:

\[
r_{\text{env}}(n) = A \cdot \left[ \log_2(Q(n)) + \log_2 \left( 1 + \left( \frac{\log_2(I(n)) - \log_2(Q(n))}{2} \right) \right) - \log_2(E_{\text{min}}) \right] + B, \quad (15)
\]

where \( A \) is a LOG-compression constant and can be expressed as:

\[
A = \frac{20 \times 255}{\text{DR} \cdot \log_2(10)}. \quad (16)
\]
Fig. 6 shows the conceptual block diagram of the proposed design expressed by (15), except the gain factor $B$ for the sake of simplicity. The fixed-point numbers of both $I(n)$ and $Q(n)$ are converted to the binary logarithmic numbers through LUT depicted by two bold boxes containing base 2 logarithmic values represented by BLNS in Fig. 6. The result of a simple subtraction of $I(n)_{\text{BLNS}}$ and $Q(n)_{\text{BLNS}}$ is used as an input address to determine the output of LUT, which is a square root value expressed in the second term of (11). Once the dynamic range of enveloped echo signals is determined, the minimum envelope value in logarithmic scale is subtracted from the result of a simple addition between the outputs of LUT for the square root function and the quadrature component $Q(n)_{\text{BLNS}}$. The LOG-compressed envelope information is obtained by multiplying the subtraction results by the LOG-compression constant. Although the gain factor $B$ is not shown in Fig. 6, in addition, the system gain in result of a simple subtraction of $I(n)$ and $Q(n)$ arising from the subtraction of log $I(n)$ and log $Q(n)$.

As a result, the maximum error of the proposed design can be expressed as:

$$\text{err}_{\text{max}} = A_{\text{max}} \cdot \left\{ \text{err} [\log_2(Q(n))] + \text{err}[\text{LUT}_B] \right\}$$

$$= A_{\text{max}} \cdot 2^{-(F+1)} + A_{\text{max}} \cdot 2^{-F} + A_{\text{max}} \cdot 2^{-(F+\beta)}$$

$$= A_{\text{max}} \cdot 2^{-F} + A_{\text{max}} \cdot 2^{-F} \cdot [2^{-1} + 2^{-\beta}],$$

where err$([\cdot])$ is a function for computing the maximum error, $\beta$ is the number of extra fractional bits assigned to $E_{\text{min}}$ in BLNS, and $A_{\text{max}}$ is a possible maximum integer value of the LOG-compression constant. If $\text{DR}$ is greater than or equal to 48 dB, $A_{\text{max}}$ becomes 32 ($2^5$) and thus (17) can be rewritten by:

$$\text{err}_{\text{max}} = 2^{-F+5} + 2^{-F+5} \cdot [2^{-1} + 2^{-\beta}].$$

If $\beta$ is greater than 1 and $F$ is greater than 7, the maximum error is always less than 0.5, i.e., within the rounding error. Because the maximum error analysis tends to overestimate the error of a system, the number of bits of the fractional part in BLNS can be assigned to 6 instead of 7 in spite of the maximum error of 0.875, which rarely occurs.
The number of bits of the integer part in BLNS, $I$, is determined by the number of bits used to represent fixed-point numbers, i.e., $\lceil \log_2 \text{number of bits} \rceil$ where a function of $\lceil \cdot \rceil$ returns the smallest integer value no less than its input value. If $I(n)$ and $Q(n)$ in (9) are represented by the 16-bit fixed-point number system, therefore, the number of bits of integer and fractional parts in BLNS is 4 bits and 6 bits, respectively. The total number of bits for BLNS is therefore 10 bits. From this result, the memory size for the conversion is 164 Kbytes ($2 \times 2^{16} \times 10 \div 8$) and it for square root function generating 10-bit outcomes is 2.56 Kbytes ($2^{11} \times 10 \div 8$) considering a sign bit resulting from the subtraction. Therefore, a total of 166.56 Kbytes memories are used for the proposed design. This is a noticeably reduced size of memory, compared with a 4 Gbytes ($2^{32} \times 8 \div 8$) size of memory in the fixed-point number system. Through the change of the number system, furthermore, the LOG-compression functional block can be removed and merged with the proposed envelope detector.

IV. Results

The validation of the proposed design was achieved by comparing its outcome with that of the conventional quadrature demodulation method using MATLAB (MathWorks Inc., Natick, MA). For the sake of comparison, the envelope information of the conventional quadrature demodulation shown in Fig. 5 was logarithmically compressed to a 48 dB dynamic range. The proposed design used the same LPFs and sine/cosine data as those used for the conventional quadrature demodulation in Section II. The total number of bits for BLNS was 10 consisting of a 4-bit integer part and a 6-bit fractional part in which the word sign bit was removed because only the magnitude of each of the complex baseband component contributes to obtaining the envelope information. Fig. 8 shows the LOG-compressed envelope data represented by 8-bit gray level obtained by the conventional quadrature demodulation (gray solid line) and the proposed method (dotted line) adopting 10-bit BLNS. The maximum difference between the two methods was 0.476, which was within the rounding error. Once the fractional part of BLNS was assigned to 7 bits so as to make 11-bit BLNS, the maximum difference was reduced to 0.237. In addition, the normalized RMSE of the proposed design with 10-bit BLNS and LOG-compressed version of the ideal Hilbert transformer shown in Section II was 7.472%, which was less than that of the conventional quadrature demodulation with ideal LOG compression, i.e., 7.473%. In fact, LOG compression may increase the normalized RMSE value of a certain system. From the results, it is seen that the proposed envelope detector is capable of providing the same functionality as the conventional quadrature demodulation with negligible quantization error, i.e., within rounding error.

The hardware implementation of the proposed design shown in Fig. 7 was carried out in a FPGA (Stratix EP1S60F1020C6, Altera Corporation, San Jose, CA) on a test board operating at 100 MHz. The specifications in the hardware implementation were the same as those for MATLAB simulation, except for the echo signal. A single scan vector consisting of 8-bit 2048 samples was obtained from a rabbit eyeball with a 20-MHz single element transducer as shown in the top panel of Fig. 9, and it contained a fundamental component of about 20 MHz bandwidth and a second harmonic component at $-35$ dB level. The single scan vector was stored in the FPGA internal memory to calculate the operating time of the proposed de-
Whenever an external trigger signal comes into the test board, the memory containing the single scan vector starts to send the stored data to the envelope detector module, which starts its task by the external trigger signal as well. Theoretically, a total of 2080 clock cycles, including 32 clock cycle latency, are needed to perform the envelope detection for the single scan vector, so that the fastest triggering frequency should be about 48.1 KHz at the operating clock of 100 MHz. In the experiment, as expected, the highest triggering frequency was 48 KHz, corresponding to a 20.8 $\mu$s operating time needed to extract the envelope information from the echo signal comprised of 2048 samples. If a frame consists of 256 scanlines, the total time to obtain the LOG-compressed envelope samples of the frame is 5.3 ms in the proposed design, thus satisfying the requirement for the processing time. As a result, it is obviously seen that the proposed design can be used for very high-frame rate, high-frequency ultrasound system generating more than 150 frames per second.

In the bottom panel of Fig. 9, it is shown that the LOG-compressed envelope extracted by the proposed design implemented in hardware (dots) is the same as that by the conventional quadrature demodulation (dashed line) obtained from MATLAB simulation. The top panel shows a single scan vector acquired from a rabbit eyeball obtained by a 20-MHz, single-element transducer.

![Fig. 9. LOG-compressed envelope information extracted by the proposed design implemented in FPGA (dots in the bottom panel). The resultant envelope shape from the proposed design is compared with those of the ideal Hilbert transformer (gray solid line in the bottom panel) and of the conventional quadrature demodulation (dashed line) obtained on MATLAB. The top panel shows a single scan vector acquired from a rabbit eyeball obtained by a 20-MHz, single-element transducer.](image-url)

V. Conclusions

A high-frame rate, high-frequency ultrasound imaging system requires not only very fast data acquisition but also fast signal processing to generate images in real time. This paper has proposed a novel design of envelope detectors capable of supporting the small animal cardiac imaging system requiring very high-frame rate (more than 150 frames per second). To achieve very fast operating speed as well as good accuracy, a new way that uses LUT for obtaining the square root function by computing the magnitude of the complex baseband components extracted from the quadrature demodulation has been proposed. The new LUT strategy with BLNS has the advantage of reducing the size of LUT, thus enabling us to take advantage of the attractive properties of the LUT method that allows a fast operating speed, high accuracy, and simple implementation. The performance of the proposed design was examined, and the results have shown that the proposed design is suitable for envelope detection in a high-frame rate, high-frequency ultrasound imaging system in terms of operating speed and accuracy. In fact, the new LUT strategy with BLNS described in this paper is a versatile method for the system requiring very fast operation speed. For example, this method can be used for a very fast dig-sign of the proposed design compared with the conventional quadrature demodulation with ideal logarithmic compression was 0.465, which should be negligible in practice. In addition, the normalized RMSE between the envelope data of the proposed design and the ideal Hilbert transformer obtained from MATLAB simulation (gray solid line in the bottom panel of Fig. 9) was 5.177%, which was similar to that of the conventional quadrature demodulation. Because the low pass filtering in the quadrature demodulation discards high-frequency components of the original echo signal, the fluctuated portion on the LOG-compressed envelope signal from the ideal Hilbert transformer becomes smoother. In B-mode image, however, this phenomenon should not affect the image quality much because meaningful information such as tissue structures still can be obtained from the overall shape of the envelope signal. This can be confirmed by the B-mode images of a formalinized pig eyeball shown in Fig. 10.

The formalinized pig eyeball was linearly scanned by using an ultrasound biomicroscope (UBM) system with a 50-MHz signal element transducer that has a $-6$ dB bandwidth of 55% and a focal distance of 6 mm (1.4 f-number). Echo signals were sampled by using 14-bit ADC (CS14200, Gage Applied Technologies, Montreal, Quebec, Canada) at 200 MHz. A frame was composed of 400 scanlines and 2048 samples per scanline. Envelope information was logarithmically compressed to a 60 dB dynamic range. The image produced by the proposed design shown in Fig. 10(b) provides information about the anterior segment of the eye such as the cornea, the iris, and the lens as clearly as that by the ideal Hilbert transformer shown in Fig. 10(a).
Fig. 10. B-mode images of the excised pig eyeball involving the ideal Hilbert transformer (a) and the proposed design (b). The images have a 60-dB dynamic range and its focal depth is 6 mm.
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